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Abstract

We present Netgraph — a tool for searching in linguistically annotated treebanks. It works
in the Internet environment, on multi—user and client—server basis. Netgraph has a graph-
ically oriented hardware independent user—friendly interface. The query system is very
intuitive, easy to learn, understand and use, nevertheless it can perform advanced searches.
We show how Netgraph can be used for such complex annotation schemes as the Prague
Dependency Treebank 2.0 with its non—1:1 relation among nodes on different layers. We
also mention main properties of two other searching tools available for this treebank.

1 Introduction

Searching in a linguistically annotated treebank is a principal task that requires a sophisti-
cated tool. Netgraph has been designed to perform the searching with maximum comfort
and minimum requirements on its users. It is well adapted to features of Prague Depen-
dency Treebank 2.0 and it solves the non—trivial relation among nodes on the analytical
and tectogrammatical layers.

In section 2 we briefly describe the Prague Dependency Treebank 2.0 (PDT 2.0). We
mention those properties of the treebank that must be taken into account while designing
a searching tool and those that are required to understand the examples of queries that
follow. In section 3 we briefly introduce the architecture of Netgraph. In section 4 we
describe the query language of Netgraph along with the idea of meta—attributes and present
several examples of queries. We also present hidden nodes in this section — the way of
handling non—1:1 relation among annotation layers. In section 5 we write shortly about
the requirements on treebanks set by Netgraph and about the reasonable size of treebanks
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Netgraph is able to search quickly enough. In section 6 we briefly describe two other tools
available for searching in PDT 2.0 - Tred and Oraculum. Finaly, in section 7 we present
some concluding remarks.

2 The Prague Dependency Treebank 2.0

The Prague Dependency Treebank 2.0 ([7], [1]) is a manually annotated corpus of Czech.
It is a sequel to the Prague Dependency Treebank 1.0 (PDT 1.0, [6], [4], [S]).

The texts in PDT 2.0 are annotated on three layers — the morphological layer, the analyti-
cal layer and the tectogrammatical layer.

The corpus size is almost 2 million tokens (115 thousand sentences) on the morhological
layer, 1.5 million tokens (88 thousand sentences) on the analytical layer, and 0.8 million
tokens (49 thousand sentences) on the tectogrammatical layer. By ’tokens’ we mean word
forms, including numbers and punctuation marks. All the texts that are annotated on the
tectogrammatical layer are also annotated on the two lower layers. In the following, we
take into account only this part of PDT 2.0 that is annotated on all three layers.

On the morphological layer ([2]), each token of every sentence is annotated with one
lemma (attribute m/lemma) and one tag (attribute m/tag). Sentence boundaries are an-
notated here, too.

The analytical layer roughly corresponds to the surface syntax of the sentence; the anno-
tation is a single-rooted dependency tree with labeled nodes ([3], [4]). The nodes on the
analytical layer (except for technical roots of the trees) also correspond 1:1 to the tokens of
the sentences. The order of the nodes from left to right corresponds exactly to the surface
order of tokens in the sentence. Non—projective constructions (that are quite frequent in
Czech — see [9]) are allowed. Analytical functions are kept at nodes (attribute a/afun), but
in fact they are names of the dependency relations between a dependant (child) node and
its governor (parent) node.

The tectogrammatical layer captures the linguistic meaning of the sentence in its context.
Again, the annotation is a dependency tree with labeled nodes. The correspondance of
the nodes to the lower layers is more complex here. It is often not 1:1. In fact, it can be
both 1:N and N:1. Every tool designed for searching in PDT 2.0 has to address this issue.
Let us describe the tectogrammatical layer in a little more detail now. It will help us later
understand some examples of queries in Netgraph.

2.1 The Tectogrammatical Layer

The tectogrammatical layer is the most elaborated and complex of the three layers. It
is also the most theoretically based layer ([12], recently [13]). Many nodes found on
the analytical layer disappear here (such as functional words, prepositions, subordinating
conjunctions, etc.). The information carried by these nodes is stored in attributes of the
remaining nodes and can be reconstructed. On the other hand, some nodes representing
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for example obligatory positions of verb frames, deleted on the surface, are regenerated on
this layer.

The tectogrammatical layer annotation scheme is divided into several sublayers:

Dependencies, Functors, and Grammatemes:

The tectogrammatical layer goes beyond the surface structure of the sentence, replacing
notions such as “Subject" and “Object" by notions like “Actor", “Patient", “Addressee" etc
([8]). Every sentence is represented as a dependency tree, the nodes of which correspond
to the autosemantic words of the sentence, and the labeled edges name the dependencies
between a dependent and its governor. Attribute functor that describes the dependency is
again stored at the child—nodes. A tectogrammatical lemma (attribute ¢ lemma) is assigned
to every node. Grammatemes are rendered as a set of 16 attributes grouped by the “prefix"
gram (e.g. gram/verbmod for verbal modality). The total of 39 attributes are assigned to
every non-root node of the tectogrammatical tree, although (based on the node type) only
a certain subset of the attributes is necessarily filled in.

Topic, Focus and Deep Word Order:

Topic and focus ([10]) are marked (attribute #fa), together with so—called deep word order
reflected by the order of nodes in the annotation (attribute deepord). It is in general different
from the surface word order, and all the resulting trees are projective by the definition of
deep word order.!

Coreference:

Coreference relations between nodes of certain category types are captured ([14]), distin-
guishing also the type of the relation (textual or grammatical). Each node has an identi-
fier (attribute id) that is unique throughout the whole corpus. Attributes coref text.rf and
coref gram.rf contain ids of coreferential nodes of the respective types.

3 Introduction to Netgraph

The development of Netgraph started in 1998 ([15]), and has been proceeding along with
the ongoing annotations of the Prague Dependency Treebank 1.0 and later the Prague De-
pendency Treebank 2.0. Now it is a fully functional tool for complex searching in PDT 2.0.

Netgraph is a client—server application that allows multiple users to search a treebank on-
line and simultaneously through the Internet. The server searches the treebank (the tree-
bank and the server are located at the same computer or local network). The client serves
as the front—end for users and may be located at any node in the Internet. It sends user
queries to the server and receives results from it. Both the server and the client also can,
of course, reside at the same computer. Authentication by the means of login names and
passwords is provided. Users can have various access permissions.

By deep word order we mean such ordering of nodes at the tectogrammatical layer that puts the
“newest" information to the right, and the “oldest" information to the left, and all the rest inbetween,
in the order corresponding to the notion of “communicative dynamism" ([11].
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Netgraph server is written in C and C++ and works smoothly on Linux, other Unix—like
systems, and Apple Mac OS. (An experimental version exists for MS Windows, too.) Net-
graph client is written in Java and as such is platform—independent. A detailed desctiption
of the inner architecture of Netgraph and of the communication between the server and the
client has been given in [17].

4 Searching in Netgraph

After the user has connected to the server, there are three steps to follow: defining a sub-
corpus to be searched, setting a query, and seeing the result of the query.

The user can browse the directory structure of the corpus and define a set of individual files
and/or directories for searching. The final selection is sent to the server. The server goes
through all the selected files and retrieves information about available attributes from the
file heads. Thus, the corpus does not have to be homogenous. Different files in the corpus
can define different sets of attributes. One server can also handle several different corpora.
A union of all available attributes from the file selection is created and sent back to the
client.

A query in Netgraph is a single node or a subtree with user—specified properties which
he wishes to find in the corpus. Searching the corpus thus means searching for sentences
(in the form of annotated trees) that contain the query as a subtree. The properties of the
subtree which the user can specify range from the most simple ones (such as searching for
all trees in the corpus that contain a given word) to very elaborate ones (such as searching
for all sentences with any verb that is modified by an Addressee which is not in the dative
case and by at least one directional adverbial, etc.). There may be alternative values of
one attribute defined in the query or alternative evaluations of the whole node even with
different sets of attributes. Wild cards are supported in the values of attributes, too.> A
detailed desctiption of the basics of the Netgraph query language has been given in [16].

Since version 1.77 of Netgraph, Perl-like regular expressions can be used as values of
attributes in queries. For example, m/tag="[AN]...["4].*" means a tag with 4 or N as its
first character and anything but 4 as its fifth character, which means that the node (on the
analytical layer) is a noun or adjective that is not in accusative.’

This simple query language is extended with so called meta—attributes in order to allow
setting even more complex queries. The meta—attributes allow setting conditions on tran-
sitive edges, optional nodes, position of the query nodes in the trees, size of trees, order of
nodes, relations between attributes at different nodes in the trees, negation, and many other
such things. A detailed description of meta—attributes is given in section 4.1.

2¢9* stands for any single character and “*’ stands for any (possibly empty) sequence of charac-

ters.

3Regular expressions are enclosed in . Just like in the normal form of a value (meaning not
being a regular expression), it is necessary to use the escape character ‘\’ before some special char-
acters (those which constitute the fs structure of the query), namely /’, 7, (", 9)’, =", ;" and
The above example in the text form of the query would be: m/tag="\[AN\]...\[ 4\].*".

12
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Netgraph 1.77 (14.4.2006) s = xJ
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N
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Query | Trees | Debug
Files set OK
I I

Figure 1: Creating a query in Netgraph. There are two tables listing available attributes and
possible values of a selected attribute. The graphic version of the query also has its text form (in text

field query). Both versions of the query can be edited simultaneously.

It is possible to chain the queries so that a query can search in the result of a previous query.
Thus the user can refine the previous selection.

Queries in Netgraph are created in a user—friendly graphic environment. An example of
a simple query is in Figure 1. In this query, we are interested in all trees containing a
node labeled as Predicate and governing at least three nodes labeled as Actor, Effect, and
Addressee. There is no condition on the order of the nodes.

An example of a result (sent back by the server) is given in Figure 2.

The nodes matching the query are highlighted by yellow and green color. In this particular
result, the predicate has got more children than we have specified in the query. This is in
accordance with the definition of searching in Netgraph — it is sufficient that the query
tree is only included in the result tree as a subtree. Also note that the order of the nodes in
the result is different from their order in the query. Meta—attributes allow controlling both
the real number of children and the order of nodes, if required.

4,1 Meta attributes

Meta attributes add a real power to the query language of Netgraph. They are called meta
because they do not appear in the corpus but the user can use them the same way like the

normal attributes. So far, nine meta attributes are available:

_transitive — by defining this as true, nodes between this node and its parent (in the query)
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Figure 2: A result tree in Netgraph. The node matching the root of the query is selected and as
such highlighted by yellow color. The other nodes matching the query are green. Attributes functor

and ¢ lemma are displayed. Values of all attributes of the selected node are listed in the left table.

are allowed (in the result tree); in other words, the child node (in the query) is only required
to be anywhere in the whole subtree (in the result tree) of its parent (in the query).

_optional — if set true, the node (lets call it B) may but need not be present in the result.
Its parent (node A) and child (node C) in the query must be in the result tree, but node
B itself is optional. It may appear between A and C so that A is the grandparent of C in
the result, or it may be ommited in the result and C is a direct child of A. An example of
searching with an optional node is given in Figure 3. In this query, we are interested in an
Actor governed by a Predicate with an optional coordination inbetween.

_depth — this meta attribute defines the distance between a node and the root (in the result
tree); it restricts the position of the query tree in the result tree.

_#sons — this meta attribute defines the exact number of immediate children of a node (in
the result tree); for example, #sons=0 defines the node as a leaf.

_#descendants — this meta attribute defines the exact number of all descendants of a node
(in the result tree) — all nodes in its subtree (excluding the node itself); this meta attribute
restricts the size of the result tree.

_#lbrothers — this meta attribute defines the exact number of left brothers of the node in
the result tree.

_#rbrothers — this meta attribute defines the exact number of right brothers of the node
in the result tree.

_#occurrences — this meta attribute specifies the exact number of occurrences of a par-
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odvratit soudit

PRI
_optional=true )
a lka aus  #Gen jinak
functor=ACT J CconJ T AET EFF  MANN
usa Cina obchodni Vaclav
ACT ACT RSTR RSTR

Figure 3: A query with an optional node (on the left) and two possible results. In the middle, there
is a result with the optional node present. The sentence is US4 a Cina odvrdtily obchodni vlku.
(Literally: The USA and China warded off a trade war.) The tree on the right represents a result
without the optional node. The sentence is Vaclav Klaus soudi jinak. (Literally: Viclav Klaus thinks

otherwise.) Attributes ¢ lemma and functor are displayed in the result trees.

ticular node at a particular place in the result tree. By defining it at a node in the query one
can specify how many nodes of the kind may occur in the result tree as direct children of
the node matching the parent of the node (including the node itself). If used together with
meta attribute _transitive, it specifies how many nodes of the kind can occur in the whole
subtree of the parent. Only non—negative values of this meta attribute are allowed; if set
to zero, it specifies that such a node does not appear there at all. If we were looking, for
example, for a Predicate governing an Actor and an Addressee, but not a Patient, we would
create a query with a Predicate as a root, two children representing the Actor and Addresse,
and a third child representing our request "not Patient". It would not be correct to define
the third child as functor!=Pat because this node can match any node that is not Patient
and does not prevent a Patient to occur in the result as its brother. It is necessary to use
meta—attribute #occurrences here and make sure that there are no Patients among the chil-
dren of the Predicate at all. The third child in our query should be defined as functor="Pat,
_#occurrences=0. In section 4.2 there is an example of such a usage of this meta—attribute.

_name — this meta attribute is used for naming a node in the query. Then, it is possible
to make a reference to values of attributes of this node in the result tree when specifying
a value of an attribute of another node. There are two kinds of references. The first one
is a reference to the whole value of an attribute (the format is {node _name.attr_name}).
The second one is a reference to one character of the value of an attribute (the format is
{node_name.attr_name.character order}). For example, if a node has been named n/, one
can define attribute m/fag at a different node using a reference to the fourth character of
attribute m/tag of node nl — m/tag=7??{nl.m/tag.4}*. References can be parts of value
masks and can be used repeatedly when specifying one value of an attribute.

A simple use of references is setting the order of the query nodes in the result tree. It
requires that there is a numeric attribute in the corpus that describes the order of the nodes.
In PDT 2.0, there are two such attributes. Attribute a/ord controls the order of the nodes on
the analytical layer, attribute deepord does the same thing on the tectogrammatical layer.
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_#descendants<7
_depth=0

_transitive=true _transitive=true

hide=true hide=true
_#occurrences>2 _#occurrences=0

Figure 4: Searching for “a nice tree" with hidden nodes.

The example in section 4.3 sets the order of nodes using attribute deepord.

4.2 Hidden nodes

Already in PDT 1.0, hidden nodes served to connect the tectogrammatical layer with the
analytical layer. The hidden nodes were a part of the annotation. They had slightly different
meaning, though, from the one we present in this paper. Only non—autosemantic nodes
(words) from the analytical layer were marked as hidden on the tectogrammatical layer,
while the autosemantic nodes carried both the analytical and tectogrammatical information.

In PDT 2.0, there are no hidden nodes any more. Each layer is annotated in its own file, the
files are interlinked in order to preserve the relation between the contents ([18]). Netgraph,
on the other hand, presents all the available information in one tree.

We present hidden nodes with a new meaning as a solution to the non—1:1 relation among
nodes on the analytical and tectogrammatical layers in PDT 2.0. On the tectogrammatical
layer (as presented in Netgraph), each node can have additional hidden children that rep-
resent all nodes from the analytical layer that “belong" to it. There may be zero, one or
several such nodes belonging to one tectogrammatical node. The hidden nodes are usually
not displayed — they are “hidden".* They are not a part of the tectogrammatical layer, they
only provide connection to the lower layers. All the nodes from the analytical layer (except
for the technical root) become hidden nodes on the tectogrammatical layer in Netgraph,
both autosemantic and non—autosemantic. The non—hidden nodes on the tectogrammatical
layer do not carry any information from the lower layers. This information is accessible
through the hidden nodes.

Also unlike in PDT 1.0, most meta—attributes do not take hidden nodes into account at
all. For example, meta—attribute _#descendants only counts non—hidden nodes in a sub-
tree. Meta—attribute _#occurrences, on the other hand, if used at a hidden node, treats
hidden nodes as normal nodes (see the following example of a query). The searching algo-
rithm itself ignores hidden nodes entirely, unless a node in the query is marked as hidden
(hide=true).

Lets make searching for a nice tree with hidden nodes another example of making queries

4The hidden nodes are displayed in black and gray colors in order to be easily recognized from
normal nodes. The user can choose whether the hidden nodes are displayed or not.
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Q ]
[
myslit
L myslit
#PersPr vracet_se
L ]
vige #PersPron #PersPron )
Myslim
Klaus

#PersPron
Ze se budeme vracet

Klausové

Figure 5: An example of a tree on the tectogrammatical layer with hidden nodes hidden (on the
left) and displayed (on the right, hidden nodes are gray). The sentence is Myslim, ze ke Klausové
vizi se budeme vracet. (Literally: I think that to Klaus's vision we will get back.) Attributes ¢ lemma
(tectogrammatical lemma, empty at hidden nodes) and m/foken (the actual token from the sentence,

empty at non—hidden nodes on the tectogrammatical layer) are displayed.

in Netgraph. We want the tree to be small and show both nodes with zero hidden children
and nodes with more than two hidden children. Figure 4 shows such a query. First, we
set the root of the query to be the root of the result tree, too, by defining depth=0 and
restrict the number of non—hidden nodes in the rusult by #descendants<7. Then we
add two transitive children (_transitive=true) to the root (it means “there are two non—
hidden nodes anywhere in the tree") and define that one of the children has at least three
hidden child—nodes (hide=true, #occurrences>2), while the other has non (hide=true,
_#occurrences=0). Figure 5 shows one of the trees found by this query, both with hidden
nodes hidden and displayed.

4.3 Coreferences

As described in section 2.1, PDT 2.0 captures two types of coreferences between nodes
on the tectogrammatical layer. Netgraph provides a general system for displaying corefer-
ences. It only requires an attribute serving as an identifier of the end-node of the corefer-
ence and another attribute (or attributes, in case of several types of coreference) serving as
a pointer to the end—node from the start-node. The actual names of the attributes, as well
as shapes and colors of arrows of the coreferences, possibly of several different types at
the same time, are defined in a text file at the Netgraph server.

Figure 6 shows a query searching for a small tree (_depth=0, #descendants<10) with a
grammatical coreference from a node evaluated as Actor (functor=ACT, coref” gram.rf={N1.ic
to a node evaluated as Patient (functor=PAT, name=NI). We also require that the Patient
is on the right side in the tree from the Actor (deepord<{Nl.deepord}). One of the trees
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_#descendants <10 vyplatit_se
_depth=0 PRED
o

coref_gram.rf={N1.id} functor=PAT prosté. sledovat #Gen
deepord<{N1.deepord} _transitive=true ATT AGT PAT
functor=ACT _name=N1 [
_transitive=true #Cor intenzita
ACT PAT
provoz
APP

Figure 6: Searching for a coreference. The query is on the left, a result on the right. The sentence
is Sledovat intenzitu provozu se prosté vyplati. (Literally: To watch the intensity of traffic is simply

worth while.) Attributes ¢ lemma and functor are displayed in the result.

matching this query” is in the picture, too.

5 Data Format

Netgraph server requires the treebank in FS format ([6]), encoded in UTF-8. FS is a simple
text format designed during the early phase of annotation of PDT 1.0 ([19]). Later, it
was replaced by CSTS format ([6]) and finally in PDT 2.0 by PML format([18]). For its
simplicity and fast readibility, FS has remained the format of treebanks used by Netgraph.
Data in any other format has to be transformed to FS before it can be searched by Netgraph.

Although there is no special support for it, Netgraph can handle both the dependency trees
and the constituent—structure trees. FS does not recoginze two sorts of nodes (terminals
and non—terminals) but they can be distinguished by values of attributes.

The speed of the search depends both on the size of the corpus and on the complexity of
the query. Netgraph achieves a reasonably fast response to queries, as long as the corpus is
not larger than several hundred thousand sentences (which is true for manually annotated
treebanks). Such a corpus is usually searched in a few minutes (on a fast PC).6

6 Other Tools

Apart from Netgraph, there are two other tools available for searching in PDT 2.0 — Tred
and Oraculum.

5 Actualy, there are only three trees matching this query in PDT 2.0.
The searching time through all tectogrammatical trees of PDT 2.0 for every example query from
this paper was about 1 minute on a PC with Intel Xeon 2.80 GHz.
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Tred ([7]) is primarily a tool for editing trees but has been widely used for searching,
especially during post—annotation corrections. Its query power is unlimited in the sense
of computers, users can write complex queries in Perl programming language and access
tree structures in object—oriented way. The search can by parallelized. Other advantages of
Tred are the possibility to process the data non—interactively using scripts and change the
content of the data. A disadvantage is that Tred is a tool for programmers. The creation
of a query requires at least a limited knowledge of Perl programming language. Another
disadvantage is that Tred is not client—server based. All components including the treebank
must reside at the same computer.

Oraculum ([21]) is a tool developed for searching in PDT, although it can be used for other
treebanks, too. It is client—server based. There is no authentication implemented, though.
Oraculum is able to combine several data sources in one query and to use the full power
of logical programming in the queries. Its client part is web—browser based and as such it
does not need any installation. Making queries is a combination of clicking on buttons and
writing logical formulas. The interface suffers a bit from being purely web—browser based,
though, and the work with it is not comfortable. Writing more complex queries requires
a knowledge of logical programming. Oraculum is a product of a students project and it
seems that its development has been discontinued.

7 Conclusion

Netgraph is a sofisticated user—friendly tool for searching in Prague Dependency Tree-
bank 2.0. It is client—server based and provides access to PDT 2.0 to anyone interested
simply and effectively through the Internet. Netgraph is well adapted to the features of
PDT 2.0 but it can handle any other treebank as well, provided it exists in FS format. The
query language is very easy to learn and use, nevertheless it is strong enough for creating
complex queries, using the mechanism of meta—attributes. The system of hidden nodes is
used for non—trivial connection between the tectogrammatical and analytical layers. An
extensive manual covering all features is available.

Netgraph is stable and the development continues. Netgraph is free for academic purposes
and its newest version is always available to download from the Netgraph home page ([20]).
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